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Abstract—Silicon-photonics is an emerging technology that
can overcome the tradeoffs faced by traditional electrical I/O.
Due to ballooning development costs for advanced CMOS nodes,
however, widespread adoption necessitates seamless photonics in-
tegration into mainstream processes, with as few process changes
as possible. In this work, we demonstrate a silicon-photonic link
with optical devices and electronics integrated on the same chip
in a 0.18 µm bulk CMOS memory periphery process. To enable
waveguides and optics in process-native polysilicon, we introduce
deep-trench isolation, placed underneath to prevent optical mode
leakage into the bulk silicon substrate, and implant-amorphization
to reduce polysilicon loss. A resonant defect-trap photodetector
using polysilicon eliminates need for germanium integration and
completes the fully polysilicon-based photonics platform. Trans-
ceiver circuits take advantage of photonic device integration,
achieving 350 fJ/b transmit and 71 µApp BER = 10-12 receiver
sensitivity at 5 Gb/s. We show high fabrication uniformity and
high-Q resonators, enabling dense wavelength-division multi-
plexing with 9-wavelength 45 Gb/s transmit/receive data-rates
per waveguide/fiber. To combat perturbations to variation- and
thermally-sensitive resonant devices, we demonstrate an on-chip
thermal tuning feedback loop that locks the resonance to the laser
wavelength. A 5 m optical chip-to-chip link achieves 5 Gb/s while
consuming 3 pJ/b and 12 pJ/bit of circuit and optical energy,
respectively.
Index Terms—Memory, optical interconnects, optoelectronics,

process integration, silicon-photonics, wireline transceivers.
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I. INTRODUCTION

W HILE electrical links remain mainstream for
short-reach chip-to-chip applications, high channel

losses, pin-count constraints, and crosstalk limit the energy-ef-
ficiency and bandwidth. Optical links demonstrate low loss
at high symbol rates, have high distance insensitivity, and
are immune to electromagnetic interference, making them a
promising alternative for bandwidth-bound systems [1] such
as interconnection networks or memory systems [2], [3].
Integrated silicon-photonics, in particular, holds promise of
mass-produced photonics in low-cost silicon ICs and enables
dense wavelength division multiplexing (DWDM), where mul-
tiple data channels share a single waveguide or fiber to greatly
extend bandwidth density through an optical I/O port.
Despite the numerous efforts underway [4]–[7], the in-

tegration of optical devices with advanced electronics in a
VLSI system remains a key challenge. Current integration
strategies are either monolithic, with optical devices and tran-
sistors both on the same chip [4]–[6], or heterogeneous, with
separate photonic and electronic dies bonded in a multi-chip
solution [8]–[10]. While heterogeneous integration decouples
process optimization for photonics and electronics, the neces-
sary multi-chip TSV/microbump packaging adds significant
parasitic capacitance [11], [12] and limits density, degrading
performance and energy efficiency. Monolithic integration,
on the other hand, simplifies packaging and enables tighter
device-to-circuit proximity to lower parasitics, but faces inte-
gration challenges with electronics. To date, the vast majority
of both approaches use custom silicon-on-insulator (SOI) pro-
cesses with thick buried-oxide (BOX), utilizing the crystalline
silicon layer on top of the BOX to form low-loss waveguides.
The thick BOX provides optical mode confinement [4], [5],
[8], [13], preventing light in the waveguide from coupling
into the substrate. Monolithic thin-BOX photonics has also
been demonstrated in a commercial CMOS SOI process [6],
[14]–[16]. Here, the BOX is not sufficiently thick to com-
petely confine the optical mode, but serves as a stopper for
post-process substrate removal to use air (or an attached low-K
material) as isolation. While SOI is attractive for photonics,
it is a niche process compared to bulk; the high per-unit cost
of SOI creates a hurdle for mainstream foundry customers.
Heterogeneous approaches adds additional 3D integration
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Fig. 1. A chip-to-chip DWDM optical link using silicon-photonics.

complexity and packaging yield concerns, ultimately raising
even more barriers to widespread photonics adoption.
To gain traction among high-volume applications, such as

memory, electronic-photonic integration must be demonstrated
monolithically in bulk silicon. Compared to SOI, a bulk plat-
form faces two additional challenges. The first is the lack of a
thin crystalline silicon layer present natively on the wafer, ne-
cessitating polysilicon-based waveguides [17], [18], which can
be much more lossy due to crystal grain imperfections. Alter-
natively, crystalline silicon may be expitaxially grown as the
waveguide material [7], but the high temperature processing has
thus far proved to be a risk to process-native transistors. The
second challenge is the lack of a thick BOX layer for wave-
guide isolation from the substrate. The undercut technique [17]
requires post-processing and constrains circuit-photonics place-
ment. The extension of shallow-trench isolation to make deep
oxide-filled trenches underneath optical waveguides [7], [18] is
an alternative that enables tighter integration without post-pro-
cessing, but requires additional process integration. Because of
these challenges, electro-optic transceivers and links in mono-
lithic bulk processes have yet to be demonstrated.
This paper introduces a monolithically-integrated bulk pho-

tonics platform and presents the devices and circuits that form
the components of a DWDM link, culminating in a chip-to-chip
link that demonstrates the feasibility of this platform.We take an
existing bulk process and enable photonics in the most CMOS-
friendly way possible—all in polysilicon—while identifying the
best DWDM-suitable devices and circuits that can be built ef-
fectively under these constraints.
The rest of the paper is as follows. Section II provides an

overview of optical microring resonator devices—a funda-
mental building block for DWDM—to motivate the design
choices of the platform. In Section III, we introduce our bulk
silicon-photonic platform. Section IV and Section V describe
the transmitter, receiver, and DWDM transceiver macros. In
Section VI, we present a data-conditioned tuning circuit that
makes microring resonators robust in a hostile thermal envi-
ronment. Finally, we demonstrate a chip-to-chip electro-optic
link in Section VII.

II. THE OPTICAL RING RESONATOR
The architecture of an DWDM chip-to-chip silicon-pho-

tonic link is shown in Fig. 1. An off-chip laser source—either

a comb laser or a bank of lasers shared across all links in the
system—produces continuous-wave light of n wavelengths

which couple into an on-chip single-mode waveguide
through a vertical grating coupler (VGC). An DWDM
transmit macro, built using a bank of n resonant microrings
tuned to each , modulates each with an independent bit-
stream. The modulated exit the transmit chip through a
second VGC into a single-mode fiber bound for the receive
chip, where they couple into an DWDM receive macro.
Here, filter microrings tuned to each drop the light onto
photodetectors to produce photocurrent, which the receivers
resolve into data. To simplify clock recovery, the clock can also
be source-forwarded on one of the wavelengths [19], [20].
The key building block of a DWDM link is the optical mi-

croring resonator (Fig. 2). When coupled to a waveguide, the
ring captures only light at its resonant , forming a notch filter.
A is resonant when the ring circumference is an integer mul-
tiple of . Resonances are periodic with a spacing defined as
the free spectral range (FSR), which grows with a smaller cir-
cumference. Due to this periodicity, all used in a DWDM
link must fit within one FSR, where each ring has single- se-
lectivity. The quality factor of the microring resonator is dic-
tated by the full-width half-maximum (FWHM) bandwidth of
the notch and the intrinsic extinction ratio is defined as
the depth of the notch. Doping and contacting the ring in ac-
tive structures (modulators or photodetectors) lowers the quality
factor by introducing loss from free carrier absorption. is
primarily a factor of the coupling between the ring and the bus
waveguide, tuned by the gap between them. A ring that is per-
fectly critically coupled (defined as when the power coupled
from the bus waveguide matches the energy decay rate due to
losses in the microring) provides infinite . We note that
a higher Q-factor yields a greater modulation depth given the
same change in but also translates to a higher lifetime for
photons resonating in the ring. Photon lifetimes comparable to
or greater than the bit time result in optical ISI due to residual
light left in the ring from bit-to-bit.
An electro-optic microring modulator can be realized by

modulating the resonance to perform on-off-keying
(OOK) of input light aligned close to (Fig. 3, left). Changes
in free carrier concentration are used to shift by changing
the material's index of refraction [21]. Carrier-injection mod-
ulators are p-i-n junctions that inject carriers into the intrinsic
region during forward-bias, blue-shifting . Carrier-depletion
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Fig. 2. The optical transfer characteristics of a microring resonator (a waveguide looped around in a ring to form a resonating cavity) that is resonant at .

Fig. 3. Ring resonators used in a modulator and a receiver. The input light is at the same wavelength as . The modulation insertion loss (IL) and the extinction
ratio (ER) are defined as and , respectively. and represent modulated output powers for optical ones and zeros, normalized
to the input power.

modulators are p-n junctions that deplete the carriers from the
junction during reverse bias, red-shifting . Carrier-injection
modulators are limited in speed by minority carrier lifetimes,
necessitating pre-emphasis schemes to reach higher data-rates
[9], [15], [22]. Forward-biased operation of the junction also
results in static power dissipation and poor energy-efficiency.
Carrier-depletion designs avoid these issues, but require better
doping control to balance shift with Q-factor degradation
from free carrier absorption. Rings also perform receiver
channel wavelength selection, dropping only light at onto a
photodetector (PD), which is broadband (Fig. 3, right). Embed-
ding the PD in the ring itself [23] can enhance optical absorption
for a given PD size. However, integration of the PD material
(typically Germanium) into the ring can be challenging.
An increase or decrease in temperature causes a resonance

red-shift or blue-shift (through a change in index of refraction),
respectively, of roughly 10 GHz/K (55 pm/K at 1280 nm). The
strong thermal dependence enables integrated microring heaters
to combat resonance variations from limited process tolerances
[19], [24], but also necessitates active resonance control when
microrings are integrated in an electrical system, where temper-
atures fluctuate. Because thermal variations are slow, however,
wavelength-locking can be achieved with low overheads [9],
[25]–[28].

III. MONOLITHIC PHOTONICS PLATFORM IN BULK
The monolithic bulk platform is demonstrated in a 0.18 m

3-metal-layer bulk CMOS process. We construct all optical de-

vices in polysilicon, including the photodetector. Electronics are
built from the power-optimized NOR flash periphery transistors
native to the process, with FO4 delays of approximately 80 ps
and 65 ps with 2 V and 2.5 V supplies, respectively. In contrast
to standard logic processes, the platform represents a low-cost
high-volume application, such as memory, where transistors are
slower.
To enable photonics, we make three key modifications to

the original CMOS process [29], shown in Fig. 4. The first is
the addition of a silicon implant amorphization step for the
polysilicon used in optical devices. This lowers the loss of
waveguides built using process-native gate polysilicon from
40 dB/cm to 18 dB/cm [18]. Further nitride spacer optimiza-
tions bring the loss down to 10.5 dB/cm at process end-of-line
[29]. The losses compare favorably to the 2 dB/mm (20 dB/cm)
losses reported in [7] for waveguides built using expitaxially
grown crystalline silicon in an electronic-photonic process
flow. The second is the inclusion of a deep-trench isolation step
(DTI) to avoid post-process undercut. DTI creates a 1.2 m
oxide-filled trench underneath polysilicon waveguides to pro-
vide optical waveguide mode confinement and isolation from
the bulk silicon substrate. Optical waveguides and devices can
be placed as close as 2 m from circuits. The third is a partial
polysilicon etch (PPE) step to break the vertical symmetry of
grating couplers. The PPE enables gratings to direct light either
up or down, avoiding the 3 dB ideal efficiency limit for verti-
cally-symmetric gratings without having to embed reflectors
[30] in the trenches. After these process changes, transistor
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Fig. 4. Photonics platform cross-section. The step-like shape of the polysilicon ridge waveguide and vertical coupler grating teeth are enabled via the partial
polysilicon etch.

Fig. 5. Structure of the carrier-depletion ridge waveguide modulator used in the transmitter (a) and its measured thru-port transfer characteristics under different
applied DC voltages (b). We estimate a modulator junction capacitance of 20 fF and a series resistance of 500 , corresponding to a 15.9 GHz device RC bandwidth.

performance remains within process corners, allowing use of
existing process-native standard cells and simulation models
in the design. We note that we purposefully avoid the use
of expitaxial crystallization of silicon or the introduction of
germanium or silicon-germanium in our platform. Though
these methods are adopted by prior art [4], [5], [7], they also
introduce additional high-temperature processing and fron-
tend process interactions that impact transistor properties. By
constraining ourselves to only amorphized polysilicon and
minimizing high-temperature process steps, we incorporate
photonics with working transistors and improve the photonics
platform's compatibility with advanced processes.
The optical modulator device is a carrier-depletion microring

modulator constructed using a polysilicon ridge waveguide
(enabled by PPE) and doped with mid-level implants as a p-n
junction (Fig. 5). The ridge structure confines the optical mode
to the center of the ridge, allowing electrical contacts on the
sides to avoid overlap with the optical mode. The modulator
ring has a radius of 7.25 m with an FSR of 1.6 THz (9 nm).
We pick this radius conservatively to make radiative tight-bend
losses negligible; rings with 3 m radii and an FSR of 3.7 THz
have been demonstrated previously in the same platform [31].
Measured optical transfer characteristics of this device under
different DC voltages (Fig. 5(b)) shows a resonance shift of
2.7 GHz/V (15 pm/V) and that weak forward-biases can be
applied to increase the total shift. The ring has a Q-factor of
8000 (28.8 GHz FWHM) and an of 15 dB. Note the higher

under reverse bias and the lower in forward-bias.
This is indicative of slight undercoupling, as the depletion of

carriers (which lowers the free-carrier loss) moves the ring
closer to critical coupling.
To avoid the introduction of germanium—found in all

custom photonics platforms to date [7], [8], [13], [32]—we
employ a completely polysilicon-based photodetector utilizing
absorption from defect states [33]. This photodetector is a
ridge-waveguide microring (with matching radius and FSR as
the modulator device) doped with a p-i-n junction (Fig. 6(a)).
When light resonates in the ring, sub-bandgap photoabsorp-
tion stemming from defect states in the polysilicon generates
free-carriers. Though this absorption is nominally weak, the
resonant structure significantly enhances the effective absorp-
tion length, achieving a PD responsivity of 0.2 A/W in both the
1280 nm and 1550 nm wavelength bands. The device exhibits
3 dB photoresponse bandwidths of 1.5 GHz and 7.9 GHz at
1 V and 10 V biases, respectively. Due to much lower

end-of-line waveguide losses than expected during design
time, all receive macros with the best-performing receiver
circuit connect to PD-microrings that are severely overcoupled
(Fig. 6(b)). These exhibit a Q-factor of only 4000 (60 GHz
FWHM) and an of 2.4 dB. This can be fixed in the layout
by increasing the ring-to-waveguide gap to weaken the cou-
pling and the gap can be set appropriately at design time once
the waveguide loss is known. Critically-coupled, but otherwise
identical, PD rings appearing elsewhere on the chip achieve a
quality factor of more than 9000 (26 GHz FWHM) and an
of 25 dB.
We build the optical link components as part of a

24 mm 24 mm technology development reticle for testing a
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Fig. 6. Structure of the resonant polysilicon defect photodetector used in the receiver (a) and its measured thru-port transfer characteristics (b). We show the case
for both a critically-coupled ring and the severely overcoupled ring (which is the version connected to the receiver circuits). Note the linear scale in the transfer
characteristic. The photodetector capacitance is estimated to be 15 fF .

Fig. 7. Monolithically-integrated photonics platform in bulk. Shown here is an example of a single- chip-to-chip optical link using a transmit macro from chip
1 and a receive macro from chip 2.

variety of optical devices and circuits. The reticle is divided
into standalone optical device regions and an array of ten
5 mm 5 mm transceiver chiplets, which are individually
wirebonded and packaged electrically. Each chiplet hosts an
array of 8 single- electro-optic transceiver macros (Fig. 7) and
three 9- DWDM transceiver macros for a total of 5.5 million
transistors and 100 optical devices per chiplet.
Each single- macro consists of a synthesized digital

backend and custom high-speed transmit and receive heads that
connect to the optical devices. The backend runs at one-fourth
the data clock and interfaces with the custom heads through
8-to-2/2-to-8 CMOS mux/demux tree SerDes. PRBS31 gener-

ators and bit-error-rate (BER) checkers in the backend perform
in situ characterization of the transceivers. Heater driver and
tuning components drive integrated ring heaters and contain
programmable logic for closed-loop wavelength-locking. Op-
tical waveguides, couplers, and active devices are instantiated in
rows alongside the circuits. Single-mode fibers (with a cleaved
tip) are positioned over the VGCs (using probe positioners or
mounted to the package) to couple light in or out of on-chip
waveguides. The 9- DWDM transceiver macros are similar
to nine adjacent single- macros, but string together all nine
modulator- or receive-microrings on a single bus waveguide to
provide DWDM functionality.
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Fig. 8. Carrier-depletion-based transmitter. The output impedance of the driver is approximately 700 .

IV. DEPLETION-MODE MICRORING OPTICAL TRANSMITTER

The transmitter consists of a depletion-ridge modulator de-
vice driven by a transmitter frontend circuit, shown in Fig. 8.
The frontend circuit consists of a 2-to-1 DDR serializer fol-
lowed by an inverter-based push-pull driver. TheNMOS pull-up
transistor in the final driver stage on the anode terminal is used
to limit the applied forward-bias voltage. On logic 1 s, the trans-
mitter circuit applies a voltage of to the modulator junc-
tion, depleting the junction of carriers and red-shifting the reso-
nance. On logic 0 s, the circuit weakly forward-biases the device
to a voltage of to inject carriers into the junction
and blue-shift the resonance.
The choice of where to bias the laser wavelength relative to

the resonance is a degree of freedom for a ring modulator. We
define an eye-height metric, , as the difference in optical
powers for modulated logic 1 and logic 0 levels, normalized by
modulator input optical power:

(1)

where is the modulator insertion loss and is the mod-
ulator extinction ratio, both given in dB. Using this metric, we
perform an optimization to find the maximum eye-height that
this device can support, shown in Fig. 9. Note that the optimal
eye-height is not located at the same wavelength as the one that
gives the greatest ; though is supressed far below at
this point, the noticeably higher degrades the level of .
Conversely, bias points far away from the resonance have low

but provides too little to create sufficient modulation
depth. The optimum occurs at a point where and are bal-
anced against each other, e.g., dB and dB
for the shown modulator, corresponding to .
We measure the modulator under two sets of modulator oper-

ating voltages, case 1 and case 2, achieving open-eye data-rates
of 4 Gb/s and 5 Gb/s, respectively, with a PRBS31 sequence
(Fig. 10). Themaximum data-rate of the transmitter is limited by
transistor performance; At 5 Gb/s, the higher voltage in case 2 is
necessary to maintain correct digital functionality in the 2-to-1
serializer and sufficient overdrive on the pull-up NMOS tran-
sistor for a fast edge. Photon lifetime effects from the microring
linewidth itself ( 8000, 28.8 GHz optical bandwidth) are
negligible at these data-rates. Note that the experimentally mea-
sured and are better than what is expected from the DC
wavelength scans. This is because under sufficiently large for-
ward bias (blue-shift), self-heating from diode on-current acts

Fig. 9. Trade-off analysis between extinction ratio, insertion loss, and the eye-
height metric versus the laser wavelength.We use a a drive swing of 2.5 V
to 1.5 V and the device in Fig. 5(b). Note that the polarity of the modulator flips
when is smaller than to keep positive.

to red-shift the ring slightly back, making the shift captured by
the DC measurement appear smaller. As data-transmission is
at a much higher rate than the thermal time constant, the mod-
ulated eye captures the true extinction of the device. The mea-
sured energy-per-bit of the modulator across data-rates is shown
in Fig. 11. The clock buffers driving the serializer dominate
total power due to aggressive sizing for 3x FO4 target bit-times
and phase-matching of the inverted phase for the 2-to-1 CMOS
DDR multiplexer. At the used in case 2 , the driver ap-
plies a sufficiently large forward-bias voltage to weakly car-
rier-inject the modulator diode, drawing additional static current
on logical 1s. The static current is amortized at higher data-rates,
hence the small efficiency improvement with data-rate. Case 1
pushes the device into weak carrier-injection to a smaller extent
due to lower . The driver energy efficiency is 200 fJ/bit
at 4 Gb/s and 350 fJ/bit at 5 Gb/s for case 1 and case 2, re-
spectively, with an overall energy-efficiency of 0.7 pJ/b and
1.16 pJ/b for the full transmit circuit, which includes the clock
buffers and 2-to-1 serializer. For the macro floorplan to be com-
patible across all types of optical devices on the platform, we
had to place the modulator device m away from the fron-
tend circuit, adding wiring capacitances of 13 fF and 14 fF (from
layout extraction) on the anode and cathode nodes, respectively.
We estimate that an optimized device-to-circuit placement using
the minimum 2 m spacing will reduce wiring capacitances
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Fig. 10. Transmitter characterization setup. The eye-diagrams are shown for case 1 at 4 Gb/s and case 2 at 5 Gb/s.

Fig. 11. Measured transmitter energy-per-bit. The component-level power breakdowns are deembedded through simulation using extracted netlists that include
the wiring capacitances on the modulator anode and cathode (extracted to be 13 fF and 14 fF , respectively) and a 20 fF modulator junction capacitance.

Fig. 12. Optical thru-port transfer characteristic of the 9- DWDM transmit
bank. The tuned spectra is after coarse tuning to a 1 nm grid. Each resonance is
numbered with its corresponding ring.

down to sub-2 fF , extending the achievable data-rate and low-
ering the energy cost further.
We build the transmitter circuit as part of a 9- DWDM

transmit macro, shown in Fig. 13. The rings are spread across
the 9 nm FSR and we step the radii to achieve a nominal

1 nm channel-to-channel spacing (Fig. 12), achieving more
than 20 dB of cross-talk isolation between adjacent channels.
Across the 3.5 mm span of the rings, no ring experiences more
than 0.5 nm deviation from its nominal resonance and local
variations are not large enough to flip the ordering of adjacent
channels on any measured chip or wafer. We use the tuning
circuits in the backend to drive integrated microring heaters to
move rings back to the grid. We verify that the macro is capable
of an aggregate 45 Gb/s of data transmission through a single
waveguide or fiber by individually capturing an open transmit
eye on each of the 9- slices at 5 Gb/s (Fig. 13). The I/O
density of the DWDM macro is approximately 110 Gb/s/mm ,
including all transmitter circuits (120 m 50 m per slice)
and a conservative (3500 m 100 m) trench for the photonic
devices. Note that the ring-to-ring placement pitch of 384 m
and the overall size of DWDM macro (4000 m 900 m) is
limited by the area of the digital testing backend; the pitch can
be as tight as 40 m without violating design rules.

V. POLYSILICON-BASED RESONANT OPTICAL RECEIVER
The receiver block is composed of a ring resonant defect-de-

tector connected to a receiver circuit, shown in Fig. 14. To
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Fig. 13. Demonstration of the 9- DWDM transmit macro. The double-edge transition in the eyes is due to the previous edge not fully settling after one bit-time.

Fig. 14. Optical micrograph and schematic of the receiver architecture.

mitigate the slow speed of the process, we adopt a split-diode
technique [23]; each PD microring is separated into two
electrically-isolated PD-halves (PD-0, PD-1), each connected
to a receiver-half (RX-0/1) running at half-rate on opposite
clock phases. In effect, each receiver-half gets 1/2 of the total
photocurrent , but is given twice the evaluation time.
Each receiver-half circuit consists of an inverter-based TIA
followed by a clocked sense-amplifier and RS latch. The TIA
transimpedance gain can be adjusted by configuring the feed-
back resistor to be 12 k 4 k , or 12 k 4 k . Current and
capacitive DACs attached to the sense amplifier provide offset
compensation and eye-measurement capability for the receiver.
We design the circuit to accommodate a potentially large dark
current range across all PD variants on the platform reticle;
the dummy PDs and TIAs serve as dark current references,
keeping the sense-amps balanced for large dark currents. Under
extremely high dark currents, the current DAC at the input of
each TIA cancels dark currents to keep the TIA biased in a
linear regime. We note, however, that there is less than 50 pA of

dark current at a 10 V bias for the defect microring PD [33].
Hence, the dark currents are low enough for the dark current
cancellation DAC and dummies to be removed in a receiver
tailored specifically for this device.
A sense-amp undergoes two phases during evaluation time:

a linear integration phase in which is integrated onto the
cap through the of the input transistor and an exponential
regeneration phase where the positive feedback of the cross-
coupled inverters drives to the supply rails. The behavior
of the sense-amp can be modeled, to first-order, as:

(2)

where The onset of regeneration (and the
end ) is triggered when the voltage at the drain of the input
transistor drops sufficiently low to trigger a loop-gain in
the cross-coupled inverters. In traditional sense-amps, this is
set by the sizing of the footer and the common mode of the
input transistor and does not change automatically when
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Fig. 15. Receiver measurement test setup (a), optical BER measurement at 5 Gb/s (b), measured optical sensitivity (c), and measured receiver energy-per-bit (d).
Sensitivity is defined using the total peak-to-peak photocurrent (both halves) necessary for error-free operation after total bits. The 5 Gb/s receiver optical
BER measurement is performed using a laser power that results in A . The bottom of the curve indicates no bit-errors for total bits. All
measurements are performed in situ using the on-chip digital backend.

shrinks with data-rate. Accordingly, a shorter evaluation time
will directly squeeze , degrading the sense-amp sensi-
tivity exponentially once is no longer sufficient to regen-
erate rail-to-rail. Like-wise, a that is too short results in a

that is more than sufficient to fully regenerate rail-to-rail,
wasting time that could have been used to integrate a larger
input. To minimize sense-amp sensitivity , the should
be traded off with to balance linear growth with expo-
nential growth. We perform this optimization in the receiver by
switching on both sides of the current compensation DAC si-
multaneously. We size the receiver for relatively long for
better sensitivity at low data-rates and switch on the current
DACs to reduce and boost for higher rates as
shrinks. This comes at a small cost in static power, but allows for
an optimal split between and across a wide data-rate
range.
We measure the receiver in a high-performance mode

and a low-power mode ,
biasing the PD at for all experiments (Fig. 15).
The receiver runs with no bit-errors up to 5 Gb/s and 3 Gb/s

for bits ( bits on each receiver-half) in the
high-performance and low-power modes, respectively. Beyond
5 Gb/s, the sense-amp is too slow to maintain correct func-
tionality. The high-performance mode achieves a 10 BER
sensitivity of 12 A ( 15.2 dBm with a 0.2 A/W PD) for
1 Gb/s–3 Gb/s. At 5 Gb/s, sensitivity degrades to 126 A
and 71 A 7.5 dBm before and after the sense-amp
optimization, respectively. The low-power mode achieves
comparable sensitivity at half the power up to 3 Gb/s, when the

-limited sense-amp begins degrading sensitivity.
A layout error resulted in the placement location of the

dummy PD microring and the active PD microring to be
swapped, causing the active PD to be placed 150 m farther
from the receiver than the dummy PD. From layout extraction,
this error lowers the TIA bandwidth by approximately 1/3,
causing the 12 k feedback resistor to have insufficient band-
width to support data-rates beyond 3 Gb/s. The reduction of
the TIA feedback resistance to 4 k , coupled with the smaller
sense-amp , results in the degradation of sensitivity past
3 Gb/s. Power consumption of the full receiver is dominated



SUN et al.: A MONOLITHICALLY-INTEGRATED CHIP-TO-CHIP OPTICAL LINK IN BULK CMOS 837

Fig. 16. Demonstration of the 9- DWDM receiver macro. The receive eye diagrams are generated by sweeping the receiver threshold using the offset compen-
sation DACs.

by the static TIA power, which is amortized at higher rates.
Elimination of the dummy dark-current matching TIAs in
future designs will halve the TIA power component. The
receive macro follows the same floorplan as that of the transmit
macro and can likewise be optimized to move devices closer to
circuits to lower wiring capacitances.
We verify receivers integrated into a 9- DWDM receiver

macro by individually aligning the laser to each -slice and
measuring the BER (Fig. 16). We record error-free receiver eye
openings for bits on each slice at 5 Gb/s, demonstrating
that the macro is capable of 45 Gb/s aggregate receive band-
width per waveguide or fiber (114 Gb/s/mm ). Fig. 17 shows
the macro's optical spectrum. The macro is FSR-matched to the
DWDM transmit macro with the same channel spacing (1 nm).
PDs in the tested DWDM macro are also severely overcoupled
with dB ( 4000, 15 dB crosstalk isolation at
1 nm spacing). A separate DWDM receiver macro with criti-
cally-coupled PD rings exists elsewhere on the same chip (
9000, 23 dB crosstalk isolation at 1 nm spacing), though it is
connected to a different kind of receiver.

VI. RING RESONATOR WAVELENGTH LOCKING

In this section, we demonstrate an on-chip wave-
length-locking circuit that maintains the receiver eye opening
under changing temperatures. The synthesized receive-side
tuning sub-system (Fig. 18) contains an optical power meter
circuit, a configurable data path, a programmable lookup-table
(LUT), and a -DAC circuit [31] that drives an integrated
microring heater. As opposed to tracking an averaged pho-
tocurrent [9], [25], [26], [28], which can mistake changes in the
1/0-balance of the data (which is on-off encoded) for a drift in
resonance, the power meters are conditioned on the received
data to track the one or zero levels directly. Level-trackers were
previously proposed in [27], [34], and [35] to actively adjust
receiver threshold levels given variances in signal power. Here,

Fig. 17. Optical transfer characteristics of the measured DWDM receiver
macro, which has overcoupled PD rings, and a DWDM receiver macro with
critically-coupled PD rings. The rings are coarsely tuned to a 1 nm grid.

we use the tracked photocurrent-level as an indication for how
the ring's resonance has drifted in order to move the resonance
back to its desired position. Due to area constraints in the
platform, we reuse the receiver-half circuit in a bang-bang loop
to act as a 5 bit sense-amp based ADC (with the capacitative
offset compensation DACs serving as the voltage DAC) in the
power meter. During wavelength-locked receiver operation,
the power meter takes control of one receiver-half and uses the
data stream from the other half, which receives data normally,
to use as the conditioning signal. The controller consists of
several registers and LUTs that provide flexibility in pro-
gramming a variety of control schemes, based on current and
previous power meter outputs and arbitrary threshold values.
The output of the controller is an 8-bit binary value for the
the heater strength. A -DAC (described in [31]) drives the
integrated heater. All tuning backend circuits are clocked by
the data-clock through a divide-by-64 divider.
The lock range of the tuner is 0.5 nm (90 GHz) [36], cor-

responding to a 9 K change in temperature. In the context of
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Fig. 18. Architecture of the programmable tuning sub-system.

Fig. 19. Transient lock experiment with the tuning controller locked and without lock. The estimated temperature change is calculated from the aggressor power
profile using 20 K/W and a time constant of 1s.

the 9- transmit and receive DWDM macros, this range is mar-
ginally sufficient to tune out local process mismatch but is still
less than the total desired (1.5 nm); applying the ring-to- as-
signment shifting schemes from [19], the tuning range needs to
be around that of the channel spacing (1 nm) plus the worst-
case local process variation (0.5 nm) to guarantee that each ring
can be assigned and tuned to a laser channel across all tem-
peratures. Currently, the tuning range is limited by the max-
imum heater output power of 6 mW (limited by the k re-
sistance of the integrated heater and the 2.5 V supply). The
tuning range will increase by using a lower heater resistance
or by improving the tuning effiency, which we estimate to be
67 W GHz 108 mW FSR . As a comparison point, a 3 m
radius ring on the same platform with optimized heater place-
ment demonstrated a tuning efficiency of 10 m GHz [31].
We perform a 2.5 Gb/s single-rate transient wavelength-lock

experiment, shown in Fig. 19. We clock-gate on/off the var-
ious components in the digital backend of adjacent transceiver
macros to create a temperature aggressor. These induce a mi-
croring temperature change of approximately 20 K for every
Watt of power they dissipate. In this experiment, we program the
controller with a simple tuning scheme where we simply heat

more if the power meter reading exceeds a set threshold and heat
less if the readings are less. The wavelength-locked receiver is
completely error-free until 65 seconds into the test, when we
apply a deliberately large temperature change (approximately
11 K) to exceed the lock range to force failure. By contrast, an
unlocked receiver fails immediately with any temperature per-
turbations caused by the aggressor due to a drop in photocurrent
caused by the drift in the ring's resonance. The tuning backend
consumes 0.43 mW at 2.5 Gb/s (171 fJ/bit) and 0.024 mm , ex-
cluding the heater driver and the receiver. The area is largely
dominated by the LUT and data-path and the tuning algorithm
can also be synthesized directly into gates at design time to con-
serve power and area.

VII. MONOLITHIC CHIP-TO-CHIP LINK IN BULK
Using the transceiver macros, we build a chip-to-chip optical

link through 5 m of single-mode fiber interconnecting the two
chips (Fig. 20). We note that this demonstration uses a single
and clocks are forwarded to both chips electrically. Normally,
in a DWDM configuration with multiple , the clock would
be available as a transmit-forwarded signal on one of the other
wavelengths. We demonstrate a full-rate 2 Gb/s chip-to-chip
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Fig. 20. Chip-to-chip optical link across the room (a), 2 Gb/s (b) and 5 Gb/s (c) link BERmeasurements for bits, and estimated optical power breakdowns
of the 2 Gb/s and 5 Gb/s chip-to-link links (d).

link that is error-free for bits. Themaximum data-rate of
the link is currently limited by the degradation of receiver sen-
sitivity at higher rates and the 10 mW maximum output power
of the off-chip laser. We currently hit this limit due to an extra

9 dB of optical loss caused by a sub-optimal permutation of op-
tical devices in the transceiver macros; VGCs in the transceiver
macros contribute 5 dB of loss per coupler, compared to the 3 dB
loss VGCs present elsewhere on the platform. Additionally, the
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Fig. 21. Link power analysis across data-rates using the current set of devices placed in the transmit/receive macros and if the best-known measured devices are
placed into the transmit/receive macros.

severely overcoupled photodetector rings (2.4 dB ER ) effec-
tively results in another loss of 3.7 dB. To overcome the loss
with the current combination of devices, we insert an optical
amplifier between the transmit chip and the receive chip, which
adds approximately 8 dB of optical gain and enables 5 Gb/s op-
eration for the link. The link consumes 4 pJ/b electrical and
5 pJ/b optical energy at 2 Gb/s. At 5 Gb/s, the link consumes
3 pJ/b electrical and 12 pJ/b optical energy.
We perform a link power analysis across a range of data-rates

using the metrics from the measured circuits (Fig. 21). We cal-
culate the wall-plug laser power of the link as

(3)

where is the laser wall-plug efficiency, is the receiver
sensivity (in ), is the photodetector responsivity,
is the modulator extinction ratio and is the total optical
loss in the path from the laser to receiver. For this analysis,
we assume an 25%. We show a case using devices cur-
rently in the transceiver macros and a case using best-known de-
vices on the current platform. In both cases, the link is most en-
ergy-efficient at a data-rate of 3 Gb/s–4 Gb/s. Static power (mi-
croring heating/tuning, receiver TIA, the receiver) is amortized
at higher rates. Energy-per-bit from the laser also decreases ini-
tially from 1 Gb/s–3 Gb/s, where (and hence ) remains
flat. At the higher rates, increases drastically and offsets the
energy-per-bit improvement from the higher data-rate. For the
case using the current set of devices in the transceiver macros,
the laser wallplug power dominates the energy-per-bit, reaching
an optimal wall-plug link energy of 18.3 pJ/b at 3 Gb/s. In the
second case, the better devices reduce optical loss by more than
9 dB. As such, the laser is no longer dominant for 1 Gb/s–4 Gb/s
and an optimal energy efficiency of 6.5 pJ/b is reached at 4 Gb/s.

VIII. CONCLUSION
To facilitate the adoption of photonics for mainstream CMOS

applications, we must first remove its intimidation factor: prove
that the technology is viable for electronics integration without
exotic processing steps, customized SOI wafers, or complicated
packaging. To this end, we demonstrate a polysilicon-only
monolithic photonics platform in bulk CMOS, to show that
low-loss waveguides and active optical structures can be in-
tegrated through a minimal number of process changes. By
avoiding epitaxially grown crystalline silicon for waveguides
and finding an alternative to germanium integration for pho-
todetectors, the polysilicon-only photonics module minimizes
risks to process-native transistors and improves technology
portability.
We build a portfolio of DWDM link components-a DWDM

transmitter and a DWDM receiver-each demonstrating com-
petitive performance and efficiency despite the early stage of
platform development. We further improve the robustness of
the wavelength-locking techniques by resolving the data-depen-
dency challenge, demonstrating that robust DWDM ring tuning
is feasible in a hostile temperature environment. We compose
an optical chip-to-link, which, to the knowledge of the authors,
is the first demonstration of a monolithically-integrated optical
link in a bulk CMOS process. The unique polysilicon aspects
of this photonic platform make it independent of the front-end
integration processes, enabling deployment in more advanced
bulk CMOS process nodes to further scale the link performance
and energy efficiency.
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